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Abstract — Face-to-Tace communication experience plays an
important role in videoconference applications. In this paper, we
propose view angle rectification and view synthesis methods to
generate the preferred view at ohserver’s side. The proposed free
viewpoint rendering system achieves face-to-face communication
experience for real-time videoconference application.

[. INTRODUCTION

Videoconference iz developed by the researchers for a long
time. As the new devices and new technologies of multimedia
coding and transmission are improved, the relative products
of this application have increased rapidly. Face-to-face
communication is the first and essential step to create a
convincing impression for this kind of application. But the
lack of the natural of personal communication affects the
growth of videoconference product.

Most existed systems use a fixed camera location to capture
the images at speaker’s side. These video conferencing
equipments does not support natural mutual gaze experience
because of the angular disparity between the camera mounted
on top of the monitar and the location of the facial image on
the screen. When the speaker looks at the observer’s eyes on
the screen, the cbserver gets the impression that the speaker is
looking down. This is due to the displacement between camera
and the facial image. Only when the speaker looks at the
camera, it appears to the observer that they are looking each
other. But in this case, the speaker can not know whether the
observer is looking at him or not. This cause the unnatural
using experience in most existed systems for videoconference
applications.

Several works have been proposed to overcome these
limitations [1]-[2]. Most previous works focus on the angular
deviation when the conference window is located at a
predefined location on the screen. The line of vision shown in
conference window is rectified according to the relationship
between the location of the predefined conference window and
the camera. But it is rectified regardless of the conference
window location at observer’s side in conventional
videoconference systems. However, the angular deviation of
the face-to-face communication depends on the relationship
between the camera location, the observer’s eyes at speaker’s
side, and the location of conference window on the screen at
observer’s side.

For current videoconference application, the user opens

This work was partially supported by ASUSTek Computer Inc..

1-4244-1459-8/08/$25.00 ©2008 IEEE

Speaker's Side Chserver's Side

S e O _
1_59 / f 3 Ducument\ﬁor‘i’ 3 i
s . T Windowy, e “‘_ - Y
ST DG S
i3 " TSR A
Lt A A IR P

\\ rogramming

eiindow

/ :
i * .
i ¢ Videocanferenca
;’ Windaow
/

Secenario of desktop videoconference system.
W

o /P "og
2y

Fig.2. View angle rectification of cbserver’s side.
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several windows for using videoconference and other events at
the same time. Fig. 1 shows the emerging using behavior of
desktop video conferencing application. The angular
derivation from the speaker’s side is displayed at the
observer’s side as a @ angle. Even if this angular derivation is
considered, the line of vision of speaker is still changed
because of the uncertain location of conference window at
observer’s side as shown in the right part of Fig. 1. To salve
this problem, we address this angular derivation issue at
observer’s side in this paper. We proposed a real-time free
viewpoint rendering system to generate the preferred view at
observer’s side. The synthesized view rectifies the face
position and eye direction and conveys the natural image of
the changes in gaze and facial expression for face-to-face
communication.

II. FREE VIEWPOINT RENDERING SYSTEM

The proposed free viewpoint rendering system can be
overviewed as two parts: view angle rectification and view
synthesis of preferred view for the observer’s side.

A. View angle rectification

In the previous works, they usually assume the conference
window at the observer’s side is in the predefined location on
the screen. When the conference window at observer’s side is
not in the predefined location on the screen, it has ancther
angular deviation between the conference window and
predefined location as shown in Fig. 1. This display angular

Authorized licensed use limited to: National Taiwan University. Downloaded on October 27, 2008 at 00:18 from IEEE Xplore. Restrictions apply.



deviation at the observer’s side is also important aspect to
affect the perceptual impression. In Fig.2, we rectify this view
angle between the camera and the conference window of the
preferred location on the screen. In order to capture an
applicable size of videoconference, we assume the distance P
= 50 cm from the screen to the observer in desktop video
conferencing application. The displacement of display angular
deviation can be derived from the mouse location of the
speaker eyes in the conference window on the screen. Then
the rectification angle at observer’s side is

dy=tan’1(%*W/P), dz=tan’1(%*L/P), M
W Z

where d,, d. are the deviation angle at observer’s side that
should be rectified, sy, s; are the resolution settings of the
screen, r,, 7, are the displacements of window resolution
between capture camera and the conference window, and W, L
are the width and length of the monitor.

B. View synthesis

After getting the rectification angle, we have to generate
preferred view of the conference window on the screen. We
use depth-based scheme to generate the preferred view
because it is more nature than those schemes without depth
information. The depth map generation and depth image based
rendering (DIBR) are used to synthesize the preferred view for
the observer. The depth information 1s generated according to
the concept of depth from motion method. The depth from
motion method analyzes the motion detection of object motion
and its time difference from previous frame and current frame.
The depth map is generated by some modification of our
block-based depth estimation [3] and then smoothes the depth
information after depth estimation. Although the depth
information is not sensitive than the image of conference
window [4], the resolution of depth map can be generated as
smaller resolution. In our case, the resolution of depth map is
half in width and height of the original image size.

With the original conference image and the depth map, we
can generate the preferred view for the observer according to
the view angle rectification. The depth map and the pixel
information are mapping to the vertex of 3D model. For the
real-time issue, the DIBR is accelerated by the graphic
processor unit (GPU) on the graphic card. By doing this, 3D
Graphics transform and color space conversion can be
accelerated. We use the OpenGL2.0 to call the GPU for the
view synthesis of preferred view.

III. SIMULATIONS

In this simulation, the images of videoconference are
captured from the webcam mounted on the top of the monitor.
Fig. 3(a) 1s the captured image from the webcam. Fig. 3(b)
shows the synthesized view in the middle on the screen as the
predefined location in previous works. Fig. 3(c) and (d) are the
synthesized images when the conference window are located
at the left-up and right of the monitor with angular
rectification d, =-15.535°, d, = -8.866°, and d, = 6.277°, d, =
-11.309°, respectively. Any conference window location can

(d)

Fig.3. (a) The captured image from the camera mounted on the top of the
screen of speaker’s side; (b), (¢), (d) are the images with the watching
window placed at the middle, lefi-up, and right on the monitor of observer’s
side

be synthesized at observer’s side. From the simulated images,
the face position and eye direction of the synthesized images
are rectified and the proposed system achieves the natural
image for face-to-face communication which is the most
important aspect in videoconference applications.

IV. CONCLUSIONS

In this paper, we propose a free viewpoint rendering system
with view angle rectification and view synthesis for the
preferred view at observer’s side in desktop video
conferencing application. In addition, we examined how well
it can establish face-to-face communication experience. From
the simulations, we have proved that the proposed scheme can
sufficiently convey nonverbal information such as changes in
gaze and facial expression of natural human-centered
communication at observer’s side. Moreover, it 1s effective to
synthesize the preferred view at any location of conference
window on the screen and achieves the natural image with
face-to-face communication in videoconference application.
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